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- Faculty of Science
Mathematics Department
Compiler Theory (< 458)
4" level, Second Semester

First Part: Final Exam (50 marks)

I. Choose the correct answer from (A,B,C, or D): 20*2= 40 marks

1)

8)

10)

11)

A. Executable code B. Machine code
C. Binary code D. Both (B) and (C)
Which of the following groups is/are token together into semantic structures?
A. Syntax analyzer B. Intermediate code generation
C. Lexical analyzer D. Semantic analyzer
Compiler should report the presence of
A. Classes B. Objects
C. Errors D. Text
What is the output of lexical analyzer?
A. aparsetree. B. a list of tokens.
C. Intermediate code D. Machine code
Grammar of the programming is checked at phase of compiler.
A. Semantic analysis B. Syntax analysis
C. Code optimization D. Code generation
is a process of finding a parse tree for a string of tokens.
A. Parsing B. Analyzing
C. Recognizing D. Tokenizing
What is the action of parsing the source program into proper syntactic classes?
A. Lexical analysis B. Syntax analysis
C. General syntax analysis D. Interpretation analysis
Compiler can check _error.
A. Logical B. Syntax
C. Content D. Both (A) and (B)
9) A grammar that produces more than one parse tree for some sentence is called as
A. Ambiguous B. Unambiguous
C. Regular D. All of these
Lexical analysis is about breaking a sequence of characters into
A. Groups B. Packets
C. Lines D. Tokens
. ___is considered as a sequence of characters in a token.
A. Taxeme B. Pattern
C. Lexeme D. Mexeme

Compiler translates the source code to

™~

d2ald

PRI

e

in the source program, in translation process.

12) What is the name of the process that determining whether a string of tokens can be generated by a

13)

grammar?

A. Analyzing B. Recognizing

C. Translating D. Parsing
A is a software utility that translates code written in higher language into a low-level
language.

A. Converter B. Compiler

C. Text editor D. Code optimizer

| A



14) Which symbol table implementation is based on the property of locality of reference?

A. Linear list B. Search tree
C. Hash Table D. Self-Organization
15) What is an Object program?
A. Program written in machine language. B. Program to be transiated into machine language.
C. Translation of high-level language D. None of the mentioned

into machine language.

16) The assembly language has several defects like

A. Not easy to write. B. Difficult to read and understand
C. Both (A) and (B) D. None of the above

17) executes the source program immediately rather than generating object code.
A Interpreters B. Compilers
C. Linkers D. Assemblers

18) A translator for the assembly language of a particular computer.
A. Interpreters B. Compilers
C. Linkers D. Assemblers

19) collects separate object files into a directly executable file.
A. Interpreters B. Compilers
C. Linkers D. Assemblers

20) Loaders

A. resolve all re-locatable address relative to a given base.
B. make executable code more flexible.
C. is part of the operating environment, rarely as an actual separate program

D. All the above

Il. Choose True (T) or False (F): {10*1) = 10 marks

21) The first compiler was developed between 1954 and 1957,

22)interpreter Speed of execution is slower than compiled code by a factor of 10 or more.

23) A compiler may generate assembly language as its target fanguage and an assembler finished the
translation into object code.

24) A compiler connects an object program to the code for standard library functions and to resource supplied
by OS.

25) Preprocessors deletes comments, include other files, and perform macro substitutions.

26) Debuggers must be supplied with appropriate symbolic information by the compiler.

27) Profiles used to collect statistics on the behavior of an object program during execution.

28) RCS (Revision Control System) is a popular project manager programs on Unix system.

29) Static semantics includes declarations and type checking.
30) The Syntax tree is a standard pointer-based structure generated by parser.



Second part: Midterm Exam, Oral, and activity (50 marks)

I. Choose the correct answer from (A,B,C, or D): 20*2= 40 marks

31) IDE stands for
A. inactive development environment
B. interactive development environment
C. interactive design environment
D. None of the above

32) Debuggers

A. Used to determine execution error in a compiled program.
B. Keep tracks of most or all of the source code information.
C. Halt execution at pre-specified locations called breakpoints.
D. All the above.
83y Coordinate the files being worked on by different people, maintain coherent version of a
program.
A. Project Managers B. Editors
C. Linkers D. Compilers
34) Which of the following are Lexemes?
A. ldentifiers B. Constants
C. Keywords D. All the mentioned

35) What constitutes the stages of the compilation process?
A. Feasibility study, system, design, and testing
B. Implementation and documentation
C. Lexical analysis, syntax, Analysis and code generation
D. None of the mentioned

36) The lexical analyzer takes —___asinput and produces a stream of as output.
A. Source program, tokens B. Token, source program
C. Either of the two D. None of the mentioned
37) Parsing is also known as
A. Lexical Analysis B. Syntax Analysis
C. Semantic Analysis D. Code Generation
38) A compiler program written in a high-level language is called
A. Source Program B. Object Program
C. Machine Language Program E. None of the mentioned

39) A programmer by mistakes writes a program to multiply two numbers instead of dividing them, how can
this error be detected?

A. Compiler B. Interpreter
C. Compiler or interpreter D. None of the mentioned

40) The linker
A. Is similar to interpreter B. Uses source code as its input
C. ls required to create a load module 2. None of the mentioned

41) The Target Code Optimizer improves the target code generated by the code generator by
A. Address modes choosing B. Instructions replacing

3 C. Redundant eliminating D. All the mentioned.
42) keeps information associated with identifiers: function, variable, constants, and data
types.

A.- Symbol table B. Literal table

C. Syntaxtree 1 Parse tree



43) solves the problem of memory constraints or back-patch addressed during code i P
generation.
A. Symbol table B. Temporary files
C. Syntax tree D. Parse tree

44) Which of the following is true for machine language?
A. Continuous execution of program segments
B. Depicting flow of data in a system
C. A seguence of instructions which solves a problem
D. The language which interacts with the computer using only the binary digits 1 and 0

45) The identification of common sub-expression and replacement of run-time computations by compile-time
computations is

A. Local optimization B. Loop optimization

C. Constant folding D. Data flow analysis

46) Consider the simple alphabet consisting of just three alphabetic characters: 3 = {a, b, c}. Consider the set
of all strings over this alphabet that contain exactly one b, This set is generated by the regular expression

A (ajc) b(alec)” B. (aljc)"b(ajc)

C. bajc)* D. (ajc) (alc)”

47) Consider the simple alphabet consisting of just three alphabetic characters: } = {a, b, c}. Consider the set
of all strings over this alphabet that contain at most one b. , This set is generated by the regular

expression.

A fale)*|(ajc)*b(ajc)” B. (ajc)*(ble)(alc)”
C. Both (A) and (B) are correct. D. None of the above.

48) To represent any character not in the given set, we use
AL B~
C =~ D. 7

49) To represent optional parts that may or may not appear in any particular string, we use
A B~
C. ~ D ?

50) Which of the following is a regular expression?
A a*+b” B. (&b
C. a+thb D. All the above are regular expressions.

{i. Choose True (T) or False {F): (10*1) = 10 marks

51) The analysis part of the compiler produces the translated codes.

52) The operations of the front end depend on the target language while the operations of the back end
depend on the source language.

53) A compiler can be one pass, which results in efficient compilation but less efficient target code.

54) Reserved words tokens have many lexemes.

55) A token record is structured data type used to collect all the attributes of a token.

56) In regular expression, there is no difference between {} and {s}: the set {} contains no strings at all while
the set {g} contains the single string consisting of no characters.

57) The regular expression of any character that is not a or b or ¢ is written as ~(abc).

58) The question mark metacharacter r? is used to indicate that strings matched by r must come only one
(exactly 1 copy of r is present).

59) We can write a regular expression for all strings that contain at least one b as .*b.* where . is a
metacharacter represent any character.
60} A regular expression for binary numbers can now be written (0] 1)+.



Assiut University Computer Security

Faculty of Science ~ Fourth Level (MC453)
Mathematics Department Time: 2 hours

Answer the following questions: (100 Marks)

Part 1: Answer the final exam (50 marks)

Question 1; Answer the following (MCQ) questions: (50 marks)
1-An assault on system security that derives from an intelligent threat
AL Attack B. Threat. C. Vulnerability

2-An expectation of loss expressed as the probability that a particular threat will
exploit a particuiar vulnerability with a particular harmful result
A.Attack B. Threat C. Risk

3-Possible danger that might exploit a vulnerability
A Attack B. Threat C. Vulnerability

4-Flaw or weakness in a system's design, implementation, or operation and
management that could be exploited to violate the system's security policy.

A.Attack B. Threat C. Vulnerability

5-An action, device, procedure, or technique that reduces a threat, a vulnerability
A.System resource  B. Countermeasure C. Security policy

6-An entity that attacks, or is a threat to, a system.
A.System resource. B. Countermeasure  C.Adversary

7-Attack that does not affect system resources
A.Passive B. Active C. Insider

8-Attack that initiated from outside the perimeter
A.Passive B. Active C. Outsider

9-Attack that initiated by an entity inside the security perimeter
A.Passive B. Active C. Insider

10-means used to deal with security attacks

A Prevent B. Detect C.All previous choices.

Il-Alossof ..o, is the unauthorized disclosure of information.

A. confidentiality B. integrity C. availability
12-Alossof ............. is the unauthorized modification or destruction of information.
A. confidentiality B. integrity C. availability

13-A loss of ........... is the disruption of access to or use of information or an

information system.
A. confidentiality B. integrity C. availability




14-...... means the property of being genuine and being able to be verified and
trusted. -

A. confidentiality B. accountability C.authenticity

15-........ means verifying that users are who they say they are and that each input
arriving at the system came from a trusted source.

A. confidentiality B. accountability C. authenticity

16-......... : The security goal that generates the requirement for actions of an entity
to be traced uniquely to that entity.

A. confidentiality B. accountability C. availability

V7-oi supports nonrepudiation, deterrence, fault isolation, intrusion detection and
prevention, and after-action recovery and legal action.

A. confidentiality B. accountability C. availability

18-..........: Because truly secure systems aren’t yet an achievable goal, we must be
able to trace a security breach to a responsible party.

A. confidentiality B. accountability C. availability

19-.........: Systems must keep records of their activities to permit later forensic
analysis to trace security breaches or to aid in transaction disputes.

A. confidentiality B. accountability C. availability

20-Usurpation is a threat to ...........

A. confidentiality  B. accountability C. system integrity.

21-Exposure attack can result in the following threat consequence ..........
A. Unauthorized disclosure  B. Deception C. Disruption '

22- Interception attack can result in the following threat consequence ..........
A. Unauthorized disclosure  B. Deception C. Disruption

23- Inference attack can result in the following threat consequence ..........
A. Unauthorized disclosure  B. Deception C. Disruption

24- Intrusion attack can result in the following threat consequence ..........
A. Unauthorized disclosure  B. Deception C. Disruption

25-Masquerade attack can result in the following threat consequence ..........
A. Unauthorized disclosure ~ B. Deception C. Disruption

Part 2: Answer the oral & activities exam {50 marks)
Question 2: Answer the following (MCQ) questions: (30 marks)

26-Falsification attack can result in the following threat consequence ..........
A. Unauthorized disclosure ~ B. Deception C. Disruption

27-Repudiation attack can result in the following threat consequence ..........
A. Unauthorized disclosure  B. Deception C. Disruption



v

28-Incapacitation attack can result in the following threat consequence ..........
A. Unauthorized disclosure ~ B. Deception C. Disruption

29-Corruption attack can result in the following threat consequence ..........
A. Unauthorized disclosure  B. Deception C. Disruption

30-Obstruction attack can result in the following threat consequence ..........
A. Unauthorized disclosure  B. Deception C. Disruption

3!1-Misappropriation attack can result in the following threat consequence ..........
A. Unauthorized disclosure  B. Deception C. Usurpation

32-Misuse attack can result in the following threat consequence ..........
A. Unauthorized disclosure  B. Deception C. Usurpation

33-A symmetric encryption scheme has ...,.... ingredients.
A. two B. three C.five

34-Data Encryption Standard (DES) uses .... bit plaintext block.
A. 56 B. 64 C. 128

35-Data Encryption Standard (DES) uses .....bit key.
A. 56 B. 64 C. 128

36-Triple DES uses .... bit plaintext block.
A. 56 B. 64 C.128

37-Advanced Encryption Standard (AES) uses .... bit plaintext block.
A.56 B. 64 C. 128

38-One of the means of authenticating a user's identity is something the individual
possesses: Examples include electronic keycards, smart cards, and physical keys. This
type of authenticator is referred toasa ........

A.token B. static biometrics C. dynamic biometrics

39-One of the means of authenticating a user's identity is something the individual is:
Examples include recognition by fingerprint, retina, and face. This type of
authenticator is referred toasa ........

A.token B. static biometrics C. dynamic biometrics

40-One of the means of authenticating a user's identity is something the individual
does: Examples include recognition by voice pattern, handwriting characteristics, and
typing rhythm. This type of authenticator is referred to asa ........

A.token B. static biometrics C. dynamic biometrics



Question 3: Select which of the following statements are false and which are true?(20

marks)

41- the usc of the CIA triad to define security objectives is well established, and there
is no need to additional concepts to present a complete picture.

42-computer security is simple as it might first appear to the novice.
43- in computer security potential attacks on the security features must be considered

44- in computer security procedures used to provide particular services are often
counterintuitive

45- in computer security physical and logical placement needs to be determined
U

46-1in computer security additional algorithms or protocols may be involved

47- in computer security attackers need to find all weakness.

48-users and system managers tend to not see the benefits of security until a tailure
occurs

49-security does not require regular and constant monitoring

50-security is often an afterthought to be incorporated into a system after the design is
complete.

Best wishes
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Part I: Final Assessment
Q1: Mark in the answer sheet according to the corresponding numbers whether the following
statements are true (T) or false (F). (1 Mark for each)

L | Scalability is a measure of the capacity to increase speedup in proportion to the number of
processors.

2. | Run time is the time that elapses from the moment a parallel computation starts to the
moment the last processor finishes.

3. | He started the engine, released the hand break, and checked the mirror. This can be a
parallel process.

4. | Parallel execution is to execute a program by more than one task, with each task being able
to execute the same or different statement at the same moment in time.

5. | In shared memory programming, all processors have individual memory.

6. | Cache coherent is that all processors have equal access and access times to memory.

7. | Cache coherent is that one SMP can directly access memory of another SMP and not all
processors have equal access time to all memories.

8. | If there is dependency between tasks, it implies there is no need of interaction between
them.

9. | Partitioning is to divide the computation and the data into pieces.

10. | Synchronization is to provide a WAIT FOR statements in a generation of parallel events.

1. | Extend language structure is the easiest, quickest, and least expensive way to program
parallel computers.

12. | Programmer resistance is one of the main disadvantages of building new parallel
languages.

13. | Shared medium supports point-to-point messages among pairs of processors.

14. | Processor organization can be scaled easily if the switch network has different values of
number of edges per switch nodes.

15. | Functional decomposition focuses on data first, then associate computation with data.

16. | Domain decomposition is to divide the data into small pieces of approximately equal size.
17. | One of the main items in the communication checklist is that each task communications
with a large number of neighbors.

18. | According to Foster's methodology, we should agglomerate tasks have similar
computational and communications costs.

19. | Efficiency metric is equal to the number of processors divide by the speedup.

20. | Gustafson-Barsis’s law considers the communication processing time.

21. | The Karp-Flatt metric takes into account parallel overhead.

22. | There is no difference between shared and switched interconnection networks.

23. | The directory-based protocol overcomes the cache coherence problem.

24. | In local communication, a significant number of the primitive tasks must contribute data to
perform a computation.

25.| Amdahl effect indicates that the parallel fraction time usually dominates the
communication time in the case of large problem sizes.




Q2: Mark in the answer sheet according to the corresponding numbers the best answer (A,
B, C or D) of the following statements. (1 Mark for each)

26. | Which of the following parallel methodological design elements focuses on recognizing
opportunities for parallel execution?
A. Partitioning 1 B. Communication | C. Agglomeration ‘ D. Mapping
27. | Synchronization is one of the common issues in parallel programming. The issues related
to synchronization include the followings, EXCEPT:
A. Deadlock | B. Variable updates ‘ C. Communication I D. Correctness
28. | Which of the followings is the BEST description of MPI?
A. A specification of a shared memory library.
B. MPI uses objects called communicators and groups to define which collection of
processes may communicate with each other.
C. Only communicators and not groups are accessible to the programmer only by a "handle”.
D. A communicator is an ordered set of processes.
29. | Amdahl’s law shows:
A. That the aim of the programmer is to reduce the parallel part to zero.
B. That a small sequential part of the code has to be parallelized.
C. That a small sequential percentage of the code can limit the scalability.
D. That the theoretical speedup expected for weak scaling.
30. | Abbreviation of HPC is:
A. High-peak computing B. High-peripheral computing
C. High-performance computing D. Highly-parallel computing
31. | Inter-processor communication that takes place:
A. Centralized memory B. Shared memory
C. Message passing D. Both shared memory and message passing
32. leads to concurrency.
A. Serialization ‘ B. Parallelism C. Serial processing ‘ D. Distribution
33. | Task dependency graph is: .
A. directed l B. undirected ‘ C. directed without cycles I D. undirected without cycles
34. | Parallelism is equal to:
A. Hardware parallelism and software parallelism ‘ B. Hardware parallelism only
C. Software parallelism only | D. Hardware parallelism or software parallelism
35. is a technique of dividing one task into multiple subtasks and executing the
subtasks in parallel with multiple hardware units.
A. Serialization I B. Concurrency } C. Serial processing l D. Pipelining
36. | Parallel computing uses ____ execution.
A. sequential ‘ B. unique | C. simultaneous ‘ D. serial
37. | Detecting parallelism in sequential programs and producing parallel executable programs
are considered as:
A. Extend Compiler Structure B. Extend Language Structure
C. Additive Parallel Programming Layer Structure | D. Parallel Language Structure
38. | Adding parallel functions to a sequential language is considered as:

A. Extend Compiler Structure B. Extend Language Structure

C. Additive Parallel Programming Layer Structure | D. Parallel Language Structure




39. | Creating a lower level for computation and other for synchronization and parallelism is
considered as:
A. Extend Compiler Structure B. Extend Language Structure
C. Additive Parallel Programming Layer Structure | D. Parallel Language Structure
40. | Which of the following is the CORRECT statement about Message Passing Interface (MPI)?
A. It does not support user defined datatype
B. It was initiated by Sun Microsystem in 1992
C. [tis a message passing library specification
D. It is designed for parallel computer with homogeneous network
4L | Alarge value of the bisection width in a switch network is a sign of:
A. Lower bound on the switch network complexity | B. Large amounts of data movement
C. Processor organization scales easily D. Bad performance
42. | Solving a single problem faster using multiple CPUs with shared memory among all CPUs,
means:
A. Parallel Computing B. Distributed Computing
C. Shared Computing D. Local Computing
43. | Solving a single problem using multiple computers connected over internet, means:
A. Parallel Computing B. Internet Computing
C. Sequential Computing D. Local Computing
44. | What is the OpenMP?
A. The architecture in which all CPU share access to a single global memory.
B. A standard specification for Message-Passing libraries.
C. A software tool for parallel networking of virtual computers.
D. An application programming interface (API) for shared memory multiprocessing
programming. ’
45. | According to Flynn's taxonomy, uniprocessor machines are categorized as:
A. MIMD | B. MISD | C.SIMD | D. SISD
46. | According to Flynn's taxonomy, pipelined vector processor machines are categorized as:
A.MIMD | B. MISD | C.SIMD | D. SISD
47. | Consider Foster Methodology for solving the problem of finding the maximum of a list of n
numbers. The process of "divide the computation and the data into pieces” is named:
A. Mapping l B. Agglomeration ‘ C. Communication ' D. Partitioning
48. | Consider Foster Methodology for solving the problem of finding the maximum of a list of n
numbers. The process of "group tasks into larger tasks in order to improve performance or
simplify programming" is named:
A. Mapping , B. Agglomeration , C. Communication [ D. Partitioning
49. | Used to estimate the speedup from the portion of sequential execution time is spent when
the code is executed sequentially.
A. Speedup metric l B. Karp-Flatt metric I C. Gustafson-Barsis’s Law [ D. Amdahl’s Law
50. | Used to study and analyze the effect of the communication time.

A. Speedup metric l B. Karp-Flatt metric [ C. Gustafson-Barsis’s Law l D. Amdahl’s Law




Part IT: Midterm and Class Assessment
Q3: Mark in the answer sheet according to the corresponding numbers the best answer of

the following statements. (2 Mark for each)
51. | The part of shown code is an example of: | Producer (1) ' Consumer (p2)
flag = 0; flag = 0;
e \\}\}hne (iflag)
flag =1; x=a"y;
A. Shared memory | B. Message passing | C. Local processing | D. Sequential processing
52. A=2;
B=5;
C=A*A
D =B* B;
F=C+D;
Calculating C and D is an example of:
A. Data parallelism | B. Function parallelism C. Shared memory | D. Message passing
53. | In direct switched interconnection topology, the ration of switch nodes to processor nodes
is:
A.=1 B.>1 C.<1 D.#1
54. | What is the diameter of the star switch network shown in the i
figure? Q o 3
O3 f)
Tiniee
O
A1l B.2 €.3 D.4

55. | What is the suitable directory code for
variable X according to the figure?

[ e
i |

| Caches |

A.E101 B.S101 C. U101

56. | What is the suitable directory code for
variable X according to the figure?

(Do |

Memories |
1

Caches|

A. U000 B. E001 C. S001 | D.E111




57. | In a parallel reduction problem, if 30 data elements are distributed on 2 parallel processes,
How many tasks in each process before communication?

A.15 | B.14 | .20 ~ |D.10

58. | If 25% of the operations on a parallel program must be performed sequentially, what is the
maximum speedup available?

A3 | B.4 |c.2 |D.5

59. | What is the primary reason for speedup of only 4.7 on 8 CPUs, if the speedup is equal 1.82
when using two parallel machines?

A. A large serial fraction. B. Communication overhead.
C. A large parallel fraction. D. Imbalanced workload.

60. | What is the primary reason for speedup of only 4.7 on 8 CPUs, if the speedup is equal 1.87
when using two parallel machines?

A. A large serial fraction. B. Communication overhead.
C. A large parallel fraction. D. Imbalanced workload.

61. | Vicki plans to justify her purchase of a $30 million Gadzooks supercomputer by
demonstrating its 16,384 processors can achieve a scaled speedup of 15,000 on a problem
of greatimportance to her employer. What is the maximum fraction of the parallel execution
time that can be devoted to inherently sequential operations if her application is to achieve
this goal?

A.0.052 B.0.112 | C.0.084 D. 0.071

62. | Suppose that we are considering developing a parallel program to improve on an existing
sequential program and that we determine that 10% of the execution time of the sequential
program is spent in inherently sequential code. (We have to inspect the code to determine
this.) The remaining code can be parallelized, although we do not as yet know how many
processors would be optimal. What is the maximum possible speedup that could be obtained|
if we were to develop a parallel version that used ten processors?

A.5.26 B.5.9 |c.10 D.8.1

63. | For a problem size of interest, 6% of the operations of a parallel program are inside /0
functions that are executing on a single processor. What is the minimum number of
processors needed in order for the parallel program to exhibit a speedup of 10?

A. 20 |B.6 | c.24 | D.10

64. | A parallel program executing on 32 processors spends 5% of its time in sequential code.
What is the scaled speedup of this program?

A.30 | B.30.45 | €.295 | D.28.1

65. | What is the maximum fraction of a program'’s parallel execution time that can be spent in
serial code if it is to achieve a scaled speedup of 7 on 8 processors?

A.0.7 | B.0.5 | c.01 | D.0.14

66. | 20% of a program'’s execution time is spent within inherently sequential code. What is the
limit to the speedup achievable by a parallel version of the program?

A. 20 | B.10 | C.5 | D. 4
67. | An application running on 10 processors spends 3% of its time in serial code. What is the

scaled speedup of the application?

A.10 |B.7 | €.7.87 | D.9.73




68. | [f95% of program'’s execution occurs inside a loop that can be executed in parallel. What is
the maximum speedup expected from a parallel version of program executing on 8 CPUs?
A.5.9 | B.4.7 | C.5 | D.8

69. | If 90% of the computation can be parallelized, what is the max. speedup achievable using 8
processors?

A 4.7 | B.8 | 7.2 | D.4

70. | An application executing on 64 processors using 5% of the total time on non-parallelizable
computations. What is the scaled speedup?

A. 64 | B. 60.85 | C.32 | D.56.5

71. | For a binary tree network switch connecting n processor nodes where n=2"d, and d is a
positive integer. The max no. of edges / node of this switch architecture is equal to:
A.n |B.2 |c.3 |D.4

72. | For a binary tree network switch connecting n processor nodes where n=2"d, and d is a
positive integer. This switch architecture bisection width is equal to:
A.n |B.d |C.1 |D.2

73. | For a binary tree network switch connecting n processor nodes where n=2"d, and d is a
positive integer. This switch architecture diameter is equal to:

A.2logn | B.logn I C.n | D.d*n

74. | Given a task that can be divided into 5 subtasks, each requiring one unit of time. Through
pipelined computation, the time needed to process n tasks is equal to 15. What is the value
of n?

A. 15 B.12 C.11 D.5
75. | Given a task that can be divided into 4 subtasks, each requiring one unit of time. Through

pipelined computation, the time needed to process n tasks is equal to 20. What is the value
of n?

A 17 B. 16 [c.20 D.5

End of Exam
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Science Faculty Operation Research 426 R June 2021
Math. Depari Time:3 H

Answer the followinge questions :

1) Use the graphical method to solve the following problem
Max f{X) = 10x, + x,

Subj.to 3x; + 2x;

E 7
e

X32048 x =20

2) Use the algebraic method to solve

0 2

3} Find the dual problem of the following problem
MinZ, = 10x, -+ 6x, + 8x4
S to X1+ Xy + 3}5’; > 2
5%y +3x, +2x; = 1

xy = 0, X =00 xq 2 0.

See Next Page




4)Use the simplex method to solve the following problem

Max Z = 4xy + By, + x5

o 5%+ 2x; + 4x; £ 10
At Ax +x; <8

0

. % § -
Xy = !".:.x, .12

e

Y

g P, ‘!
vy ool =D L

3)  Define the maximum and minimum vahues of the
following Nonlinear problem

f(x)=3x"=20x" +36x 2 +16

Use Yes or No to answer the following:
a} The graphical method can be used to solve a problem of 4
unknowns
b) The dual method can be used to solve a preblem of 5 unknowns

and 2 constrainis

Best Wishes
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1)Prove that the eigenvalues of the square matrix 4 and the matrix

-1 . .
7 A 7T ,where T is aregular square matrix, are the same.

2) Show that the corrector formula based on Trapezoidal rule:

yn+|:yn+§[f(/\/n v)/n)*f()(m ’y,m )]

is stable for equation of the form

y=-&, 0=y, A~o0.

3) Solve by difference method the B. V. P.

V+y=0, »(0)=0, y(1)=1, (h=0.25)

4) Use Picard's method to three iterations to approximat ¥ when x=0.1 give

that y=1 when x=0 and VY = X1+ ).

5) Derive the recurrence relation of Chebyshev polynomial

T..x)=2xT (x)-T (x) n=12,..

6) Drive Adams Bashforth two steps method:

V=Vt "1~ 1)




(S Y o s JS ) s Al Laa Jad Ali dad oo caal (Aa )3 0 4) Aid) Jlas) Lad) Ll

DIt 4.4,....., A, are the eigenvalues of square matrix 4 , then the
eigenvalues of 4" are gk , gk ..., 9k .

2) Use Le Verier-Faddeev method to find the characteristic equation of the
matrix:

2 11
A=|1 2 1
1 1 2

3) Solve the equation y =x+y, y(())zl from x=0 to x=0.2
using the second order predictor-corrector method (/1 =0.1).
4) Solve the following system by using Euler's method:
y=xz+y, y(0)=0,
z=xy+1, z(0)=1,
in the interval 0 < x < 0.2, (h =0, 1)
S) Prove the following relations:

(i)j%_f%z—dx - 12{ Vixl
OT,T, =37, 7]

for any positive integers i and ;j with i> .

6) For the equation )V = 3x+y, Y(O) =2 find y when x=0.1
using Runge-Kutta method (/2 =0.1),

Good Luck

Dr. A. El- SAFTY
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1Y) a8 say)
Answer the following questions: (100 Marks)
Part I: Midterm, Oral, Activity (50 Marks)

Q1: Shade T or F in the bubble sheet

1. In asymmetric cryptographic algorithms, the private key is the one that is used only to
decrypt the data.

2. The art and science of concealing the messages to introduce secrecy in information
security is recognized as cryptography.

3. In block cipher, there are 2™! possible different plaintext blocks and, for the encryption
to be reversible, each must produce a unique ciphertext block.

4. In irreversible mapping, if a plaintext block of 2 bits with inputs as (00, 01, 10, 11) then
produce a corresponding ciphertext with outputs as (11, 10, 00, 01).

S. Authentication: Ensuring that no one can read the message except the intended receiver.

6. A block cipher operates on a plaintext block of n bits to produce a ciphertext block of n
bits.

7. The encryption of "meet me" is " PHHW PH" by using the Caesar Cipher.

8. In confusion, the statistical structure of the plaintext is dissipated into long-range
statistics of the ciphertext.

9. A cipher is an algorithm for performing encryption or decryption—a series of well-
defined steps that can be followed as a procedure. :

10.Non-repudiation: Assuring the receiver that the received message has not been altered
in any way from the original.

11.A general substitution cipher can be used to define any reversible mapping between
plaintext and ciphertext.

12.In Kirchoff’s principle, the notion that the security of a well-designed cryptography
algorithm should not rely upon the secrecy of the algorithm itself but only on the secret
keys it uses.

13. - 11 mod 7 = 3.

14.Rivest-Shamir-Adleman and Caesar cipher, are an algorithm used for symmetric key
cryptography.

15.With a stream cipher, 10-bits message are encrypted one bit at a time. Therefore, an
encrypted 10-bit message would be 20 bits long.

16.The cryptography algorithms are divided into two groups.

17.Cryptanalysis cracking a trial-and-error method used to decode encrypted data through
exhaustive effort rather than employing intellectual strategies.
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18.In particular, Feistel proposed the use of a cipher that alternates substitutions and

permutations.

19.The Hill algorithm takes m successive plaintext letters and substitutes for them m
ciphertext letters. In substitution, each character is assigned a numerical value (a =
Lt = 8= 5,asnnsnas ,Z = 26).

20.A symmetric encryption scheme has four ingredients.

21.1n Feistel cipher structure, the inputs to the encryption algorithm are a plaintext block
of length 2w bits and a key K.

22.1In Feistel Cipher Structure, a permutation is performed on the left half of the data.

23.Decryption algorithm: This is essentially the encryption algorithm run in reverse. It takes
the ciphertext and the secret key and produces the original plaintext.

24.Examples of classical stream ciphers are the autokeyed Vigenere cipher and the Vernam
cipher.

25.By using Caesar cipher technique and the key is 2, the plain text “SUN” is encrypted to
ciphertext "VXQ".

Part I1: Final exam (50 Marks)

Q2: Shade T or F in the bubble sheet

26. The encryption of "hellothere" is "KGYVRVQMGIKU" by using the Playfair cipher
and the keyword Playfair.

27. Because a transposition is a rearrangement of the symbols of a message, it is also known
as substitution.

28.Stream cipher is a public key cryptography.

29.The Playfair algorithm is based on the use of a n X n matrix of letters constructed using
a keyword. —

30.In cryptography, the original message, before being transformed, is called plain text.

31.Permutation: Each plaintext element or group of elements is uniquely replaced by a
corresponding ciphertext element or group of elements.

32.Vigenere Cipher is one of the simplest, polyalphabetic ciphers.

33.E(Z,3) = (26 + 3)mod26 = 3 = C.

34.Feistel proposed applying two or more simple ciphers in sequence so final result is
cryptographically stronger than component ciphers.

35.A string cannot be chosen as a key in the Caesar cipher.

36.Monoalphabetic ciphers are stronger than Polyalphabetic ciphers because frequency
analysis is tougher on the former.

37.A Playfair is an example of mono-alphabetic cipher.

38.A multiletter cipher is the Caesar cipher.

39.Hill Cipher and Playfair cipher techniques include the involvement of matrix operations

in their algorithms of encryption and decryption.
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40.In general substitution cipher forn = 3, a 3-bit input produces one of 8 possible input
states, which is mapped by the substitution cipher into a unique onc of 8 possible output
states. each of which is represented by 3 ciphertext bits.

41.Polyalphabetic ciphers are easier to break because they reflect the frequency of the
original alphabet.

42.Stream cipher allows maximum number of possible encryption mappings from plaintext

block.
43.In confusion, the relationship between ciphertext and key is as complex as possible.

44.Symmetric algorithms use one key.
45.1n a block cipher, the two users share a symmetric encryption key and a block size of 56

or 128 bits is used.
46.A Playfair cipher is an example of a transposition cipher.
47.Smaller block sizes mean greater security but reduced encryption/decryption speed for

a given algorithm.

48.Greater complexity in subkey generation algorithm should lead to greater difficulty of
cryptanalysis.

49.Caesar cipher is an example of mono-alphabetic cipher, as single alphabets are

encrypted or decrypted at a time.
50.Hill cipher works on binary data rather than letters to generate the ciphertext by

performing the bitwise XOR of the plaintext and the key.

Best Wishes
Dr. Mohamed Mostafa Darwish
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Part I: Final Assessment
Q1L: Mark in the answer sheet according to the corresponding numbers whether the following
statements are true (T) or false (F). (1 Mark for each)

1. | Dynamic programming methodology uses the answers to large problems to help figure out smaller
ones, until the whole lot of them is solved.

2. | One of the main challenges of NLP is handling ambiguity of sentences.

3. | The 4-gram models are better than trigram ones for part-of-speech tagging.

4. | The NLP is often dealing with ill-defined problems.

5. | Morphology is important for machine translation.

6. | The process of assigning a part-ofspeech or lexical class marker to each word in a collection is
known as word prediction.

7. | The “ENGTWOL” method is considered as a rule-based tagging technique.

8. | Car hands-free apps are applications of speech recognition.

9. | Processing text written in Arabic is a trivial task because of the richness of the language.

10. | Automatic speech recognition is a major application in NLP,

I1. | NLP do not often come up with exact solutions/algorithms.

12. | Modern NLP algorithms are based on machine learning, especially statistical machine learning.

13. | NLP is concerned with the interactions between computers and human (natural) languages.

14. | Optical Character Recognition (OCR) uses NLP.

15. | Success in non-deterministic recognition occurs when a path is found through the machine that
ends in an accept.

16. | Failure in non-deterministic recognition occurs when at least one possible path leads to failure.

17. | In NLP, derivational morphology is usual easier in processing than inflectional morphology.

18. | In rule-based tagging, we write rules by hand to selectively remove tags.

19. | Minimizing perplexity is the same as maximizing sentence probability.

20. | Dealing with speech recognition is easier than dealing with text recognition.

21. | Word prediction tools can be helpful in automatic speech recognition.

22. | Word prediction tools cannot be used in handwriting and character recognition.

23. | The conditional probability of a word given the previous words is one form of language models.

24. | A process independence assumption is known as a Markov assumption.

25. | In word prediction, the maximum likelihood estimate uses word counts.

Q2.

Mark in the answer sheet according to the corresponding numbers the best answer (A,

B, C or D) of the following statements. (1 Mark for each)

26.

Which of the following are steps of NLP?
(D). Lexical Analysis (IT). Syntactic Analysis (IIT). Semantic Analysis
(IV). Discourse Integration (V). Pragmatic Analysis

A.1l and IV only B. [, Il and III only I C.IVand Vonly D. All of them




27. | What is Morphological Segmentation?
(D). Discourse analysis.
(I). An extension of propositional logic.
(I11). Separate words into individual morphemes and identify the class of the morphemes.
A.lonly B. [l only C. Il only I D. All of them
28. | Machine Translation:
A. Converts human language to machine language | B. Converts one human language to another
C. Converts machine language to human language | D. Converts any human language to English
29. | Which of the following is/are main NLP techniques’
(). Finite-state methods
(IT). ContextAree methods
(IID). Probability models
(IV). Machine learning methods
(V). Dynamic programming
A. L Il and III only J B. 1], IVand V only C.L I, Il and Vonly | D.All of them
30. | Which of the following statements is/are true about the dynamic programming methodology’
(D). A problem is solved by identifying a collection of sub-problems.
(ID). Tackle these sub-problems one by one, smallest first.
(I11). Use the answers to large problems to help figure out smaller ones, until the whole lot
of them is solved.
A. I and IIl only B. I and Il only C. I only D. Il only
31. | One of the main challenges of NLPis
A. Handling ambiguity of Sentences B. Handling POS-Tagging
C. Finding hyphenation D. Correcting spelling
32. | “Separate words into individual morphemes and identify the class of the morphemes,” means:
A. Morphological segmentation B. Handling POS-tagging
C. Correcting spelling D. Finding hyphenation
3By is the type of morphology that changes the word category and affects the meaning.
A. Derivational B. Inflectional C. Cliticization D. Stemming
34. | Computer vs computers is an example of ............ ... morphology.
A. Derivational B. Inflectional C. Cliticization l D. Stemming
35. | “Mathematical models of computation used to design programs defined by regular expressions,”
means:
A. Finite-state methods | B. Context-free methods ] C. Probabilistic models l D. Machine learning
36. | “Formal grammar consists of production rules,” means:
A. Finitestate methods | B. Context-free methods I C. Probabilistic models l D. Machine learning
37. | Mathematical representation of a random phenomenon,” means:
A. Finite-state methods I B. Contextfree methods I C. Probabilistic models l D. Machine learning
38. | “The study and construction of algorithms that can learn and make predictions from data,” means:
A. Finite-state methods l B. Contextfree methods | C. Probabilistic models | D. Machine learning
39. | “The process of assigning a category label from a set of predefined category labels to an unlabeled

document,” means:

A. Text categorization B. Document preprocessing

C. Text translation D. Word tagging




40. | In parts of speech tagging, writing rules by hand to selectively remove tags is a main step in:
A. Rule-based tagging methods B. Finite state machines
C. Hidden Markov models D. Probabilistic models
L1 is/are extension of a Markov chain in which the input symbols are not the same as the states.
A. Rule-based tagging methods B. Finite state machines
C. Hidden Markov models D. Probabilistic models
42. | Morphological Segmentation:
A. Does discourse analysis B. Separates words into individual morphemes
and identify the class of the morphemes
C. Is an extension of propositional logic D. Finds word tags
43. | Google Translate is one of the application.
A. Machine translation l B. Information Retrieval l C. Information Extraction l D. Summarization
44. | Given a sound clip of a person or people speaking, determine the textual representation of the
speech.
A. Speech-totext l B. Text-tospeech ' C. Speech-to-speech l D. Textto-text
45. | In linguistic morphology, s the process for reducing inflected words to their root form.
A. Rooting B. Stemming C. Text-proofing D. Tagging
46. | To deal with these complex morphological problems, we use:
A. Multi-Tape Machines B. Single Finite State Machines
C. Single Finite State Transducers D. Regular Expressions
47. | Increasing accuracy means:
A. Minimizing false positives B. Minimizing false negatives
C. Minimizing true positives D. Minimizing true negatives
48. | Increasing coverage means:
A. Minimizing false positives B. Minimizing false negatives
C. Minimizing true positives D. Minimizing true negatives
49. | Which of the following is NOT a step of D-Recognition?
A. Examining the current input B. Consulting the transmission table
C. Going to a new state and updating the tape | D. Examine different paths if one faces a
pointer rejection path
50. | Acceptance in of ND-Recognition means:
A. there exists at least one acceptance path B. all possible paths lead to acceptance
C. there exists only one acceptance path D. there exist at least two different acceptance

paths




Part II: Midterm and Class Assessment
Q3: Mark in the answer sheet according to the corresponding numbers the best answer of
the following statements. (2 Mark for each)

51. | How many bigrams can be generated from the given sentence, consider the punctuations?
Send a wise man; do not advise him.

A.7 |B.8 | C.9 D. 10
52. | Consider the following minimum edit distance example:
D(i,)) M|O| N |K|E|Y
0 1 2 3 4 5 6
M 1
O 2 Xy
N 3 X5
E 4 X;
Y 5
What are the values of X, Xz and X537
A 111 B.0,0,0 | €.00.2 D.1,1,2
> POw, [0 = POw, [0, 0, ) = S W e )

Count(w,_,,W, ;)

The above formula is related to:

A. The unigram probability estimation to predict the token m, that completes the sentence w1, w,
13 53 Wit

B. The bi-gram probability estimation to predict the token x that completes the sentence w;,
355 Wty

C. The tri-gram probability estimation to predict the token m, that completes the sentence i, w,
i v5 ety

D. The quad-gram probability estimation to predict the token m, that completes the sentence w1,

W, ..., Waet.
54. | Given the following part of speech tagging problem.
PRP VBD TO ? DT N
She promised to back the bill

Using the stochastic method to complete the following relations to choose the best tag of the given
words, the probability of choosing tag Y to the word “back” is given by:

A.P(to |Y) XP(Y|VBD) XP(VB|Y)

B.P(bill | Y) XP(Y|DT ) XP(End|Y )

C.P(back | Y ) XP(Y|TO ) XP(DT|Y)

D.P(back | Y) X P(TO |Y ) XP(Y|DT)

55. | Given the following word statistics

Word

read

paper

science

history

arts

Count

book

J

4

English
4

2

1

1

1

Using the Good Turing method, the probability for getting a new word “Computer” is:

A.0

B.1/18

| c.2/18

D.3/18




56. | Given the following part of speech tagging problem:
§ =X . -
NNP VBN VB //N—R
(a)
Secretariat is expected to race tomorrow
@ vBZ VBN //TO NR
(b)
Secretariat is expected to race tomorrow
where, PINN| TO) = 0.00047, P(VB|TO) = 0.83, P(race | NN) = 0.00057,
P(race| VB) = 0.00012, P(NR|VB) = 0.0027, PONR|NN) = 0.0012. Using the stochastic method,
the best tag of the word “race” and its probability are:
A. NN, 0.00000027 | B. VB, 0.00000027 | C.NN, 0.00000000032 l D. VB, 0.00000000032
57. P
P O,ﬂ:"\j:‘ ' Z
- \‘\ 2 3
> .
. fa ¢ Apr, Jun, Sep, N \“?/, \
The above machine recognizes:
A. Dates in format of month-day B. Dates in format of day- month
C. Dates in format of year-month-day D. Dates in format of day-month- year
58. | The minimum edit distances between “drive” and “divers” is:
A.2 B.3 C.4 D.5
59. | If you have two different perplexity values PP; and PP, where PP; > PP,, which one is better?
A. PP, B. PP, C. Both D. Cannot decide
60. | Consider the following minimum edit distance example:
Di1)) M| O N KIE]|Y
0 1 2 3 4 5 6
M 11X | X
O 2 | X5 | Xy
N 3
e 4
X 5

What are the values of X, X, X3 and X,?

A.1,2,3,4 B.2, 3,3,4 Co L, L0 D.0,1,1,3




61. | How many bi-grams can be generated from a given sentence:
It is polite to respond, even if you are planning to kill someone.
A. 14 B. 11 | £15 | D.16
62. | How many tri-grams can be generated from a given sentence:
[t is polite to respond, even if you are planning to kill someone.
A. 10 | B.13 | C.14 | D.15
63. | Given the following automaton for English derivational rules,
noun. ; -izelV , atlon/N
@@ @
do ~_adiy /@ g .Q__// er/N
N S
1\ adiy ds < -ness/N //‘/g\/
H \\\\ . ‘\// e
“ \—adj s S / ness/N
I\ b N i )
i\' \\gr\I N -ivelA > ﬁﬁ\f ~ MAdV/tQ//
\\\verbk q7 il -y/Adv
\ /”\\\ -ativel/. J -fu |/A
‘\_\\lj\»?inl \_‘9 /@
the transition paths for the followmg wordq Derivative and Previously, go through
the following state numbers:
A.0,10,8and 0,8,9 [B.0,7,8and0,7,8,9[C€.0,7,8and0,8,9 [D.0, 10,8and0,7,8,9
64.

Given the following counter tables, what are missing tokens of the following
sentence using the bi-gram language model and maximum likelihood estimation 1n

predicting?
L want 0 ..o e .
1 want to eat chinese food lunch spend
2533 927 2417 746 158 1093 341 278
| 1 | want | o | eat | chinese | food | lunch | spend
1 o 827 0 9 0 0 0 2
want 2 0 608 1 6 6 5 1
to 2 0 4 686 | 2 0 6 211
eat 0 0 2 0 16 2 42 0
chinese 1 0 0 0 0 82 1 0
food 151 0 0 1 4 0 0
lunch 2 0 0 0 0 1 0 0
spend 1 0 | 0 0 0 0 0

D. eat, lunch

C. spend, lunch

A. chinese, food B. eat, food




65. | Given the following counter tables, what is the probability of the missing token of N
the following sentence using the bi-gram language model and maximum likelihood
estimation in predicting?

Chinese ....... .
| i | want | (o | _eat | chinese | food | lunch | spend ’
| 2533 | 927 | 2417 | 746 | 158 1093 | 341 278 ]
want eat chinese | food | lunch spend
1
want
to
eat
chinese
food
lunch
spend
A.0.519

66.

Given the above machine used to insert “s” o “eg” to singular nouns, the transition path |
for the fox*s# goes through the following states numbers in order.
A.0,0,0,1,2,3,4,0 |B.0,0,1,2,3,4,0 [€.0,0,1,5,0,0 1D.0,0,0,1,2,5,0

67. | Given the text:

* <s>Iam Sam </s>
* <s>SamIlam </s>
" <s>Iam Sam James </s>
" <s>ldonotlike green eggs and mear </s>
Using the bi-gram to predict the missing token in the following sentence
¥ <s>...am Sam’s father </s>
Then, the missing word and its likelihood probability are:
A. 1, 0.667 B. Sam, 0.25 C.1,0.75 D. Sam, 0.75
68. | Let us assume that Copra is a corpus of English with approximately 560 million tokens,
Following are the counts of unigrams and bigrams from the corpus:
snow purple purple snow
30250 12321 0
The probability of P(snow | purple) using maximum likelihood estimation is:
A. 12321/560,000,000 B. 30250/560,000,000 C. 12321/30250 D.0




69.

Given the text

= <s> ] am Mohamed </s>

¥ <g> Mohamed I am </s>

s <s> My name Mohamed Ali </s>

»  <s> [ have a cat and I like my name and my cat </s>
Using the bigram, try to predict the missing tokens in the following sentence:
<s>Tam ... ‘s father and my ... is Ali </s>

A. Mohamed - name B. Mohamed - cat C. </s> - name D. </s> - cat
70. | Given the following word statistics
Word book read English paper science | history arts
Count 5 4 3 2 1 1 1
Use the Good Turing method to estimate the probabilities for getting words: paper — technology
A.2/18,3/18 | B.1/18,3/18 | C.2/18,1/18 |D.1/18,1/18
71. @ ° .@ X s
f‘/'/ \ \
)00 L
&< —>0)
\9: 0 :\o :‘s:y/
How many words can be recognized by the shown machine! %W
A3 B.4 C.o D.7
72. | Given the following word statistics
Word book read English paper science | history arts
Count 5 - 4 2 1 1 1
Use the Good Turing method to estimate the probabilities for getting words: technology — paper
A.3/18,1/18 | B.1/18,0 C.3/18,0 | D.1/18,1/18
73. | Given the following word statistics
Word book read English paper science | history arts
Count 5 -+ 4 2 1 1 1
Use the Laplace-Smoothed method to estimate the probabilities for getting word: paper
A.3/18 B.2/18 | C.3/25 | D.2/25
74. | Given, two words W1 and W2 within a corpus containing N different words. Then, the probability
P(W2|W1) can be estimated by:
A. [Count(W1W2) + 1/ [Count(W1) + 1] B. [Count(W1W?2) + 1)/ [Count(W1) + N]
C. [Count(W1W2)l/ [Count(W1)] D. [Count(W1W2) + N/ [Count(W1) + 1]
75. | Given, two words W1 and W2 within a corpus containing N different words. Then, a corroding to
Laplace-Smoothed method, the probability P(W2| W 1) can be estimated by:
A. [Count(W1W2) + 1]/ [Count(W1) + 1] B. [Count(W1W?2) + 1}/ [Count(W1) + N]
C. [Count(W1W2)}/ [Count(W1)] D. [Count(W1W2) + NJ/ [Count(W1) + 1]

End of Exam
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